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Traditional Supervised Learning

Function Approximation Learning The Chicken & Egg Problem of Plasticity

In supervised learning, an external supervisor unit controls 
plasticity on the basis of a comparison between the actual 
output of the network and the desired target function. The 
supervisor modifies the network to minimize the 
discrepancy, or ‘error’, between the actual and desired 
outputs.

Traditionally, this modification occurs through changes in 
synaptic strength.

Function approximation is a standard neural network 
paradigm for modeling learning processes. In it, a stimulus 
characterized by a single parameter (the ‘stimulus value’) 
drives a network to generate a firing rate in an output unit 
which matches a desired target function of that parameter.

As a correlation-based mechanism, Hebbian plasticity modifies 
connections as a function of preexisting patterns of activity within the 
network.

However, when network behavior is homogeneous (as is the case 
before training), there is no structured activity for Hebb to amplify.

Thus a correlation rule alone is not sufficient to generate a desired 
behavior appropriate to a given task.
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Hebbian Learning modifies connections using purely local 
information: the pre- and post-synaptic firing rates.
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Multiple Outputs, Interference, and Bias

Learning in Single Output Unit Networks

Nature of the ‘Supervisor’

Response Modulation
with Hebbian Plasticity
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<      > Hebbian Learning

A major drawback of the traditional approach is the lack of a 
plausible mechanism by which error signals generated by the 
supervisor could reach individual synapses to guide their 
modification.

In this study, the supervisor modifies intrinsic neuronal 
response properties, rather than synaptic strengths, to guide 
learning.

Recent work (Chance et al., 2002) has shown that the 
response properties of individual neurons can be modified 
through changes in the level and balance of their excitatory 
and inhibitory inputs.  This provides a pathway by which 
supervisor error signals can reach elements of a network to 
guide its modification during learning.

Synaptic plasticity occurs in parallel via unsupervised, 
Hebbian learning. Thus the supervisor may only influence 
synaptic modification indirectly, by affecting the excitability 
of the cells in a manner which will lead to Hebbian 
strengthening or weakening of connections.
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…while Response Modulation can influence behavior, but cannot 
make permanent, synaptic changes to the network

Hebb can’t create something from nothing… Range & Limitations
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In networks with more than one output, each input cell may project to 
multiple target neurons—complicating the supervisor’s task. In the two-
unit case, there must be a sufficient number of uniquely connected 
input neurons to allow for different target functions to be approximated.

However, even in cases with too much overlap for the supervisor alone 
to impose a proper activity pattern, the relatively weak bias it provides 
can direct Hebbian plasticity to approximate the two target functions.

Extending the model beyond two outputs shows 
that it is in fact sparseness of connections that is the 
controlling factor—totally unique, non-divergent in-
puts are not required.

For these simulations, networks were constructed 
stochastically, with each possible feedforward con-
nection being created with a fixed probability.

Interestingly, network performance was primarily 
predicted by this probability of connection factor, 
and was essentially constant across different input- 
and output-unit population sizes, as well as number 
of target functions to be approximated.

Results suggests that: 
(a) this approach could scale to large networks, and 
(b) connections can be made randomly as long as the 

probability of connection remains below a critical 
value of approximately 0.95.

Response Modulation coupled with Hebbian plasticity can approximate 
a wide variety of smooth, continuous functions. However it is limited 
by the gaussian tunings of the input cells. This is most apparent in cases 
where the target function’s rate of change exceeds the maximal slope of 
the modulated gaussians.
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